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[1] The present-day climate response to aerosol direct and semi-direct effects is
investigated using the NASA Goddard Earth Observing System version 5 (GEOS-5)
atmospheric general circulation model. We focus our investigation on aerosol-climate
interactions by using either prognostic aerosols from an online aerosol module or aerosols
from a climatology based on the prognostic aerosols. As found in previous studies, forcing
from all aerosols cools the land surface, warms the troposphere, and impacts global mean
circulation, affecting both the strength of the Hadley cell and the zonal mean wind. Less
absorbing natural aerosol alone tends to have weaker impacts on global climate. We find
that removing the feedback of meteorology on aerosol distributions can significantly
impact the climate response depending on the parameter, region, and season considered.
Much of the differing climate response to prognostic and prescribed aerosols occurs in
regions remote from direct aerosol forcing, such as in the stratosphere and the northern and
southern high latitudes. This suggests that aerosol-climate interactions may induce remote
dynamical responses to aerosol forcing in global models. The largest effect of removing
coupling is to enhance the aerosol optical depth globally over the oceans. This
enhancement is due to the removal of the co-variability between aerosol mass and relative
humidity on sub-monthly timescales in the high humidity oceanic environment.
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doi:10.1029/2012JD018388.

1. Introduction

[2] Aerosols affect climate in several ways. The aerosol
direct effect, caused by scattering and absorption of radia-
tion, alters the energy distribution in the atmospheric
column. Purely scattering aerosols, such as sulfate and sea
salt, radiatively cool the Earths climate, both at the surface
and the top of the atmosphere (TOA). Absorbing aerosols,
such as black carbon (BC) and dust, cause radiative cooling
at the surface but also warm the atmosphere [Ramanathan
and Carmichael, 2008]. At the TOA, the direct effect of
absorbing aerosols can be positive (radiative warming) or
negative (radiative cooling), depending on the brightness
of the surface or clouds lying beneath them [Chýlek and
Coakley, 1974]. Tropospheric aerosols may also serve as

cloud condensation nuclei, having a generally cooling indirect
effect on climate by modifying cloud reflectivity and lifetime
[Charlson et al., 1992].
[3] Absorbing aerosols have a thermodynamic effect on

clouds called the semi-direct effect (SDE) [e.g. Hansen
et al., 1997]. The semi-direct effect is generally explained
as follows: Absorbing aerosols radiatively heat the atmo-
sphere by absorbing shortwave radiation. This heating
increases the saturation water vapor pressure, reducing
ambient relative humidity (RH) and increasing low-level
stability. These effects act to reduce convective cloud forma-
tion. The removal of reflective clouds from the climate
system then contributes to a net radiative warming effect.
However, both observational and modeling studies of the
SDE show there is no consensus on the overall sign of the
SDE, let alone its magnitude [see Koch and del Genio,
2010 for a thorough review]. For example, observation-
based studies of biomass burning aerosol semi-direct effects
over the Amazon [Koren et al., 2004] and off the coast of
California [Brioude et al., 2009] have shown suppressed
cumulus clouds (positive, warming SDE) and enhanced
marine stratocumulus clouds (negative, cooling SDE),
respectively. Inconsistencies in the sign of the SDE extend to
modeling studies, showing up in both general circulation mod-
els (GCMs) [e.g. Lohmann and Feichter, 2001; Wang, 2004;
Randles and Ramaswamy, 2008; Allen and Sherwood,
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2010; Randles and Ramaswamy, 2010; Perlwitz and Miller,
2010] and Large Eddy Simulations/Cloud Resolving Model
(LES/CRM) studies [e.g. Ackerman et al., 1995; Johnson
et al., 2004]. LES/CRM studies simulate larger SDEs than
GCMs; however, these models sample different time- and
spatial- scales than GCMs and do not include large-scale
circulation changes that arise in response to aerosol forcing.
[4] GCM simulations of the present-day direct and semi-

direct impacts of aerosols have taken two different approaches.
In the first approach, aerosol forcing, optical properties, or dry
aerosol mass distributions are prescribed, either derived from
observations [e.g. Menon et al., 2002; Allen and Sherwood,
2010] or simulated off-line in a chemical transport model
(CTM) [e.g. Sakaeda et al., 2011]. The advantage of this
approach is that care can be taken to ensure that prescribed
aerosol properties give approximate agreement with observa-
tions. An example of this would be to force a model with a
product produced through assimilation of satellite-derived
aerosol optical depth. In addition, for long climate simulations,
this step-wise approach is typically less computationally ex-
pensive. The disadvantages of this method are that (1) aerosol
properties (either dry mass distributions or, less commonly,
optical properties or forcing) are typically prescribed on
a monthly-mean, inter-annual, or even decadal basis, thus
removing any variability in aerosol properties on shorter time-
scales, and (2) the distribution of the aerosol properties in both
the horizontal and vertical may be inconsistent with the under-
lying meteorology of the GCM that is responding to their asso-
ciated forcing. Further, if aerosol forcing, rather than aerosol
dry mass distributions, is prescribed the implicit aerosol hy-
groscopic growth may be inconsistent with the hydrology of
the host GCM. This suggests a second approach, increasingly
common, in which GCMs include prognostic aerosol schemes.
These online aerosol modules vary considerably in their com-
plexity from schemes that track dry aerosol mass to modal and
sectional schemes that track both aerosol mass and number.
Aerosol transport processes in all of these schemes generally
include advection, diffusion, sulfur chemistry, wet and dry
deposition, and gravitational settling; more advanced schemes
include aerosol microphysical processes such as coagulation.
In these online schemes, aerosol distributions (and thus
forcing) vary from time step to time step and are internally
consistent with the meteorology and hydrology of the underly-
ing GCM. Some major disadvantages of using these online
aerosol schemes is that they can be computationally expensive
and require careful tuning of the aerosol module so that simu-
lated aerosol optical properties are similar to observations.
[5] Here we consider the direct and semi-direct impacts

of aerosols on climate using the NASA Goddard Earth
Observing System version 5 (GEOS-5) atmospheric general
circulation model (AGCM) forced by observed sea surface
temperatures (SSTs). We present a series of experiments
designed to examine differences in the climate response to
aerosol forcing when aerosols are coupled to the GCM
through a prognostic scheme versus prescribed from a consis-
tent monthly-mean climatology of dry aerosol mass mixing ra-
tios. To our knowledge, the only other published work that has
investigated the effects of this step-wise approach to aerosol
forcing – that is prescribing a dry aerosol mass mixing ratio
climatology versus fully interactive aerosols – was in the con-
text of future climate (year 2100 emissions), rather than pres-
ent day climate and did not include aerosol-climate coupling

of dust and sea salt aerosol [Liao et al., 2009]. They found that
including aerosol-climate coupling led to a positive feedback
between decreased precipitation and increases in future aero-
sol concentrations and forcing. In a separate study, Chung
[2006] found that prescribing aerosol forcing fields did not sig-
nificantly affect global precipitation; however, many climate
models, including the one used in this study, take the approach
of prescribing aerosol mass, not aerosol forcing. Again, pre-
scribing aerosol forcing (or wet optical properties) necessarily
includes a prescription of aerosol hygroscopic growth and thus
an assumption of relative humidity that may be inconsistent
with the evolution of moisture fields in the host GCM.
[6] In Section 2 we describe the modeling system, the

numerical experiments performed, and present an evaluation
of the simulated aerosol optical properties and forcing relative
to various observational datasets. Section 3 first describes the
effect of simulated prognostic aerosols on the model climate,
clouds, and zonal mean circulation (Section 3.1). We then com-
pare and contrast these results to the effects of forcing the model
with prescribed aerosol distributions for all aerosols and sepa-
rately for natural (dust and sea salt) aerosols (Section 3.2). In
Section 3.3 we examine the differences in aerosol optical depth
between simulations with prognostic and prescribed aerosols,
and we discuss reasons for these differences. Section 4 presents
a discussion of the results followed by concluding remarks.
Supplementary material provides additional detail on observa-
tional data and methods and additional figures and tables.

2. Experimental Design

2.1. GEOS-5 AGCM

[7] The GEOS-5 AGCM is one of the main components
of the GEOS-5 atmospheric data assimilation system
(DAS) and earth system model (ESM) [Rienecker et al.,
2008]. GEOS-5 is used to provide (1) research quality atmo-
spheric reanalyses for use by the scientific community [e.g.
the Modern-Era Retrospective Analysis for Research and
Applications or MERRA, Rienecker et al., 2011], (2)
forward-processed analyses and forecasts for use by NASA
instrument teams [e.g. Zhu and Gelaro, 2008], and (3)
analyses and forecasts for use in various field campaigns
[e.g. Bian et al., 2012]. It has also been used as a tool to
study aerosol impacts on weather [e.g. Reale et al., 2011]
and climate [e.g. Ott et al., 2010]. Currently, efforts are
underway to produce an aerosol reanalysis from assimilation
of satellite-based aerosol optical depth (da Silva et al., in
preparation) GEOS-5 has the capability of operating as a
free-running model (AGCM), a data assimilation system
(DAS), or in a mode analogous to a CTM forced by reanalysis
meteorology (replay).
[8] The GEOS-5 AGCM combines the finite volume

dynamical core of Lin [2004] with a column physics
package (turbulence based on Lock et al. [2000], relaxed
Arakawa-Schubert (RAS) convection [Moorthi and Suarez,
1992], and a prognostic cloud scheme) and the catchment
land-surface model of Koster et al. [2000]. Radiative trans-
fer is computed using the parameterization of Chou and
Suarez [1994, 2002] and Chou et al. [2003]. The model
simulates traditional meteorological parameters (wind, tem-
perature, pressure, etc.) [Rienecker et al., 2008]. GEOS-5
also has modules representing atmospheric composition,
including tropospheric aerosols [Colarco et al., 2010] and

RANDLES ET AL.: AEROSOL-CLIMATE COUPLING IN NASA GEOS-5 AGCM

150



tropospheric and stratospheric chemistry [Pawson et al.,
2008], and incorporates the radiative impacts of these
tracers online within the AGCM. The model domain can
run at various horizontal spatial resolutions ranging from
2.0� 2.5 latitude by longitude for climate studies to
0.25� 0.3125 for data assimilation and atmospheric com-
position forecasts. There are 72 vertical layers distributed
in a hybrid coordinate system that is terrain following near
the surface transforming to pressure coordinates near 180 hPa
(model top ~85 km). In this study, the AGCM was run at
2.0� 2.5 latitude by longitude and forced by prescribed SSTs
[Reynolds et al., 2007].
[9] The prognostic aerosol module in GEOS-5 is based on

the Goddard Chemistry, Aerosol, Radiation, and Transport
(GOCART) model [Chin et al., 2002]. It treats five tropo-
spheric aerosol species (dust, sea salt, black carbon (BC),
organic carbon (OC), and sulfate), including their sources,
sinks, and chemistry. While dust, sea salt, and di-methyl
sulfide emissions depend on the meteorological conditions
in the underlying model (e.g. surface wind speed for dust
and sea salt emissions), emissions for the other species are
prescribed from emissions inventories (see Supplementary
Material). Loss processes, including dry and wet deposition,
for all species depend on model conditions (e.g. precipitation),
as do the oxidation pathways for conversion of sulfur dioxide
gas to sulfate aerosol (e.g. aqueous production).
[10] The aerosol species in GEOS-5 are treated as external

mixtures that do not interact with each other, an assumption
that has implications for aerosol optical properties because
internal mixtures of absorbing and scattering aerosol compo-
nents can greatly magnify aerosol absorption [e.g. Lesins
et al., 2002]. We are currently incorporating more detailed
aerosol microphysics into GEOS-5 to permit internal mixing
[e.g. including microphysical mechanisms as in Liu et al.,
2011]. With the exception of dust, optical properties are
primarily from the commonly used OPAC data set [Hess
et al., 1998]; dust optical properties are derived from
Aerosol Robotic Network (AERONET) measurements
[Holben et al., 1998] across the visible part of the spectrum
and merged with OPAC in the longwave. Except for hydro-
phobic carbonaceous species and dust, aerosol optical
properties are a function of the relative humidity in the under-
lying model (i.e. AOD=

P
z,iMibext,i where Mi and bext,i are

the mass [gm�2] and mass extinction coefficient [m2 g�1] of
species i, summed in the vertical (z) and over all aerosol
species. bext is a non-linear function of RH for hygroscopic
aerosols; see Supplementary Material Fig. S1 and Table S1).
Further details of the GOCART aerosol module implementa-
tion and a validation with an earlier generation of the GEOS
modeling system are given in Colarco et al. [2010].
[11] As noted earlier, the GOCART aerosol module has

been integrated online in the AGCM. Thus, the aerosol trans-
port, loss, and hygroscopic growth are consistent with the
AGCMmeteorological fields at every time step. Additionally,
the aerosol tracers are radiatively coupled to the AGCM. The
radiative forcing introduced by the aerosols thus provides the
model both a direct radiative effect (DRE) and semi-direct
effect (SDE) on the simulated climate. It is also possible to
run the model where the transported GOCART aerosol fields
are not radiatively coupled to the AGCM (i.e. as passive
tracers). In this case, there is either no aerosol forcing, or else
we impose the aerosol radiative forcing by prescribing

specified dry aerosol massmixing ratio distributions (e.g. from
a previous model run) to the radiative transfer module. The
aerosol optical properties and forcing then depend on the
prescribed dry aerosol mass and the model RH. The current
version of the model does not include aerosol-cloud micro-
physical interactions, so in this study we do not consider a
representation of the aerosol indirect effect.

2.2. Simulations

[12] We design a suite of numerical experiments for the
GEOS-5AGCM to test the importance of aerosol-meteorology
coupling by including prognostic aerosols or prescribing con-
sistent dry aerosol mass mixing ratio fields on a monthly-mean
basis. In order to isolate the climate response due to aerosols
from the internal model variability, we adopt 4-member
ensembles starting from different initial meteorological condi-
tions. Each ensemble member is run for the period 1999 to
2009, with the first year discarded as spin-up. Each ensemble
mean (2000-2009) thus represents 40 years of simulation time.
We run four different sets of ensembles, summarized in
Table 1. In the first control ensemble, there is no aerosol
forcing (NOAERO). In a second ensemble, the aerosols are dy-
namically and radiatively interactive and are derived from the
prognostic GOCART scheme (GOAERO). In a third ensemble
(CLIMAERO), the dry aerosol mass mixing ratio distributions
are prescribed from the time-interpolated aerosol fields of the
GOAERO ensemble mean (i.e. 11 years� 12months = 132
prescribed monthly mean dry aerosol mass distributions). This
is so that on an inter-annual and monthly-mean basis the dry
aerosol mass mixing ratios for the GOAERO ensemble mean
and each of the four CLIMAERO ensemble members are the
same. The GOAERO mass mixing ratios, however, vary at
sub-monthly time intervals for each individual ensemble
member. Importantly, while on a monthly-mean basis the
GOAERO ensemble mean and CLIMAERO dry aerosol mass
mixing ratios are identical, their aerosol optical properties
(and forcing) are not necessarily the same even on a
monthly-mean timescale because the non-linear dependence

Table 1. Simulations and signals.

Simulation Aerosol Forcinga

NOAERO None; control case
GOAERO Interactive GOCART aerosols
CLIMAEROb Prescribed dry aerosol mass

mixing ratios from GOAERO
NATAEROb Prescribed dust + sea salt dry

aerosol mass mixing ratios from GOAERO

Signalc Signal Source

INT GOAERO – NOAERO
PRE CLIMAERO – NOAERO
CPL CLIMAERO – GOAERO or PRE – INT
NATd NATAERO – NOAERO

aEach simulation consists of 4 ensemble members, each of which is run
from 1999-2009, discarding 1999 as spin-up, for a total of 40-years of
simulation for each ensemble mean.

bMonthly-mean dry aerosol mass mixing ratios prescribed from GOAERO
ensemble mean (11 years� 12months= 132).

cINT = Interactive, PRE = Prescribed, CPL = Coupling, NAT = Natural
dThe natural signal includes aerosol forcing from dust and sea salt only;

for the purposes of this study biomass burning aerosol are not considered
in this signal but are included in PRE. The dust and sea salt distributions
in NATAERO are the same as those in CLIMAERO.
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of aerosol optical properties on RH (see Supplementary Mate-
rial), which may be different in each simulation. Our fourth en-
semble (NATAERO) is constructed similarly to CLIMAERO
but we prescribe only the dry aerosol mass mixing ratios for
dust and sea salt aerosols.
[13] In discussing the aerosol direct and semi-direct effects

on climate, we define signals as the difference between pairs
of our ensembles (Table 1). The INT signal – the impact of
interactive aerosols on climate – is the difference between
the GOAERO ensemble mean and the NOAERO ensemble
mean (INT =GOAERO - NOAERO). The PRE signal
explores the impact of removing the coupling between
model meteorology and aerosol distributions by prescribing
aerosols (PRE=CLIMAERO - NOAERO). The NAT signal
is the impact of prescribed natural dust and sea salt aerosols
(NAT=NATAERO - NOAERO). By comparing the INT
and PRE signals, we can examine the effect of having
fully-coupled aerosols versus removing the effect of model
meteorology on aerosol distributions. We define the cou-
pling signal (CPL) as the effect of aerosol-climate interac-
tions (CPL= PRE - INT=CLIMAERO - GOAERO).
[14] In all of our simulations, only the prescriptions of

aerosol distributions differ; SSTs, long-lived GHGs, ozone,
and oxidant fields are identical for all simulations. The
ensemble simulations considered in this work cannot be con-
sidered to be without the influence of the real-world aerosols
because we force the model with observed SSTs. On one
hand, the strong control exerted by SST anomalies means
that the simulations are able to capture major transport
features [e.g. El Niño effects in the tropical atmosphere;
Ott et al., 2010]. On the other hand, SST changes due to sim-
ulated aerosol surface forcing are not realized. We thus
neglect potentially important SST feedbacks on, for exam-
ple, the hydrologic cycle. Because using prescribed SSTs
represents an ocean with infinite heat capacity, the climate
response to aerosol forcing may be representative of the
response to forcing variations on intra-seasonal and shorter
time scales when the ocean response would be delayed due
to thermal inertia [Lau et al., 2006; Allen and Sherwood,
2011]. We thus restrict our analysis to the aerosol forcing
induced climate anomalies for the 10-year mean boreal
(June-July-August or JJA) and austral (December-January-
February or DJF) summers.

2.3. Evaluation of GOAERO aerosols

[15] As previously noted, the GEOS-5/GOCART aero-
sols have been extensively evaluated against ground- and
space-based aerosol measurements. Results with a previous
version of the system driven by reanalysis meteorology
appear in Colarco et al. [2010]. Here we briefly examine
the performance of the GEOS-5 aerosols driven by the
simulated AGCM meteorology. We focus on the GOAERO
simulation to establish the credibility and performance of
the AGCM-derived aerosols compared to satellite observa-
tional data sets.
[16] We compare our simulated aerosol optical depth (AOD)

to measurements provided by several satellite sensors.
Sampling the model consistently with satellite orbital tracks
as in Colarco et al. [2010; see Supplementary Material], the
globally averaged ten-year AOD for GOAERO sampled with
either the MODIS Terra or Aqua swath is 0.17 (compared to
observed global mean AOD of 0.17 and 0.16 from MODIS

Terra and Aqua, respectively). Sampled with the MISR swath,
the AOD for GOAERO is 0.18 (compared to 0.16 observed by
MISR; see Fig. 1).
[17] Figure 1 (a-c) shows scatter plots of the monthly-

mean, globally averaged aerosol optical depth (AOD) over
land for the GOAERO ensemble mean relative to retrievals
from MODIS Terra, MODIS Aqua, and MISR for the period
2000-2009 (i.e. 120months). We see that there is generally
good agreement (within �0.05 of the 1-1 line) between the
model and observations over land during the boreal summer
months, though in boreal winter months there tends to be a
positive bias in the model AOD, particularly compared to
MISR which provides retrievals of AOD over the Saharan
dust region (Fig. 1 d-f). As shown in Colarco et al. [2010],
the model simulated aerosols have similarities with the satel-
lite observations, such as the position of the dust plume
coming out of Africa, the Asian pollution plume crossing
the northern Pacific Ocean, and the underestimate in AOD
in biomass burning regions (e.g. South America, southern
Africa) and over the Asian region (Fig. 1 d-f). We use sub-
stantially the same emissions inventories as in that study
(see Supplementary Material). These types of features and
biases are common in global aerosol models [e.g. Textor
et al., 2006].
[18] Compared to the results from GEOS-4/GOCART

driven by reanalysis meteorology [Colarco et al., 2010], the
GOAERO simulation exacerbates the positive bias of AOD
in dust and sea salt dominated regions (i.e. northern Africa
and the Southern Ocean, respectively). The sea salt AOD bias
is due to stronger winds in the Southern Ocean simulated by
the climate model compared to the meteorological reanalysis
(not shown). We also note that the satellite retrieval of AOD
over the northern and southern hemisphere storm tracks likely
suffers from cloud contamination [e.g. Zhang and Reid,
2006]. There is a high bias in the model AOD over Europe.
Colarco et al. [2010] showed that this high bias and the high
bias in the sea salt AOD over the Southern Ocean are some-
what reduced if the model is sampled where the satellite sen-
sors actually make retrievals, rather than where they could
make retrievals (as presented here). Our simulations are not
tied to analysis meteorology and therefore do not correspond
in time to actual sampling of the satellite observations, so we
omit this screening in our comparisons.
[19] The top-of-the atmosphere (TOA) all-sky (cloudy)

instantaneous direct radiative forcing of anthropogenic and
biomass burning aerosols (BC+OC+ sulfate), globally
averaged over the ten-year study period, is -0.41Wm�2.
The Intergovernmental Panel on Climate Change [IPCC;
their figure TS.5 Solomon et al., 2007] estimates the total
aerosol direct radiative forcing for anthropogenic aerosols
to be -0.5Wm�2, with a range of -0.9 to -0.1Wm�2, while
biomass burning aerosols have a forcing of -0.03� 0.12W
m�2. Our instantaneous forcing is calculated as the net (pos-
itive down) flux change at the top of the atmosphere with
and without aerosols, holding atmospheric state fixed be-
tween two separate calls to the radiation module. Defined
in this way, a positive TOA forcing indicates the addition
of energy to the climate system (i.e. a radiative warming ef-
fect) whereas a negative effect indicates a net loss of energy
(i.e. a radiative cooling effect). Note that for tropospheric
aerosols that interact primarily with shortwave (SW) radia-
tion, instantaneous forcing at the top-of-the atmosphere
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(TOA) and adjusted forcing as defined by the IPCC
[Ramaswamy et al., 2001] are approximately equal [Hansen
et al., 1997; Lohmann and Feichter, 2001]. In our GOAERO
simulation, dust and sea-salt together have an instantaneous
direct radiative effect (DRE) of -0.06Wm�2. Here we distin-
guish the DRE, which refers to the atmospheric forcing from
all aerosols (i.e. natural and anthropogenic), from the more

commonly examined direct aerosol radiative forcing (DARF),
which only includes effects of anthropogenic aerosol
[e.g. Yu et al., 2006]. We find that the global, annual average
DRE for our natural aerosol species generally lies within the
range simulated by previous studies [e.g. Solomon et al., 2007].
[20] It is also useful to examine the total aerosol forcing in

the clear-sky case because this can be compared to

Table 2. GOAERO clear-sky instantaneous shortwave (SW) aerosol Direct Radiative Effect (DRE) over ocean (land) [Wm�2].a

Simulation/Source

Clear-sky TOA DRE Clear-Sky ATM DREb Clear-sky SFC DRE

Ocean (Land) Ocean (Land) Ocean (Land)

GOAERO Clear-Sky Forcing -4.8 (-4.5) 1.7 (3.8) -6.5 (-8.3)
Multi-Model Estimate [Yu et al., 2006]c -3.5� 0.64 (-2.8� 0.59) 1.3 (4.4) -4.8� 0.80 (-7.2� 0.93)
Observational Estimate [Yu et al., 2006]c -5.5� 0.21 (-4.9� 0.26) 3.3 (6.8) -8.8� 0.67 (-11.7� 0.70)

aAnnual mean (2000-2009 average) for the GOAERO ensemble mean.
bThe atmospheric direct radiative effect (DRE) is the difference between the top-of-the-atmosphere (TOA) and surface (SFC) DRE, i.e. ATM DRE = TOA

DRE – SFC DRE.
cMulti-model median and standard error estimated with different methods from GOCART, SPRINTARS, GISS, LMDZ-INCA, and LMDZ-LOA models.

Multi-observational median and standard error estimated with different methods from MODIS, MISR, POLDER, SeaWIFS, and CERES data. (See Yu et al.
[2006] Tables 7 and 8 and for further details). Note: ATM derived here as a difference between reported TOA and SFC estimates.
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Figure 1. (a - c) Log-log comparison of monthly mean AOD globally averaged over land for the
GOAERO ensemble mean compared to retrievals from the MODIS Terra, MODIS Aqua, and MISR sensors
covering the period 2000 - 2009. Colors indicate the month, the solid black line is the 1-1 line, and the
dashed lines are�0.05 from the 1-1 line. Statistics of the monthly mean comparison (R2, bias, rms, and skill
score) are shown. (d - f) Annual average (2000-2009) AOD from (d) the GOAERO ensemble mean, (e)
retrievals from MISR, and (f) the GOAERO ensemble mean bias relative to MISR (i.e. GOAERO –MISR).
Global average values are given on each panel, and grey regions indicate regions where there is no data. The
GOAERO ensemble mean has been sampled using the orbital swath of each sensor as described in the text
and the Supplementary Material.
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observationally based estimates. In Table 2 we give the
clear-sky SW direct radiative effect (DRE) over land and
ocean for the GOAERO ensemble mean, and we compare
this to published estimates derived from multiple models
and from satellite retrievals of aerosol optical properties and
broadband flux measurements [Yu et al., 2006]. There is about
a 6% decrease in the magnitude of the TOA SW DRE over
land versus over ocean due to the land/sea contrast in AOD,
the contrast in surface albedo, and the presence of generally
more absorbing aerosol over the land. The global, annual
mean AOD for the GOAERO ensemble mean is 0.138 over
ocean and 0.162 over land. Recall that TOA forcing is the
sum of the atmospheric (ATM) and surface (SFC) forcing.
The simulated clear-sky forcing in GOAERO is within about
10% of the observation-based DRE at the TOA; however
there is less warming in the atmosphere (ATM) by about a
factor of 2, leading to a larger difference in the SFC direct ra-
diative effect. The GOAERO SFC forcing lies between the
multi-model and observed estimates. The underestimate in
aerosol absorption by a factor of 2 to 4 is common in global
models [e.g. Sato et al., 2003]. Part of the discrepancy be-
tween the modeled and observed DRE could be reduced by

accounting for cloud contamination in satellite retrievals
[e.g. Yu et al., 2006 and as discussed above].

3. Results

[21] Here we examine the direct and semi-direct aerosol
impacts on climate in DJF and JJA. We show this first in
Section 3.1 for the INT signal (GOAERO - NOAERO). In
Section 3.2 we compare and contrast the impact of the online
versus prescribed aerosol distributions, comparing the INT
and PRE signals, and, equivalently, the CPL signal (i.e.
CPL=PRE - INT). We also show the similarities between
the CPL signal and the response to prescribed dust and sea
salt aerosols (i.e. the NAT signal). In Section 3.3 we examine
the sub-monthly variability of aerosol properties. Our purpose
here is to flesh out differences between climate response to
prognostic and interactive aerosols for a particular spatial
distribution of aerosol (i.e. the CPL signal), and we caution
that the response due to aerosols themselves (i.e. the INT,
PRE, and NAT signals) is sensitive to the particular pre-
scription of aerosols used, especially their vertical distribution
[e.g. Ban-Weiss et al., 2012 and Supplementary Material].

Table 3. Area-average impact of aerosols (direct and semi-direct effects) on seasonal climate (90% confidence).

Parameterc

INT (GOAERO - NOAERO)a PRE/INTa,b

Land Ocean Land Ocean

DJF JJA DJF JJA DJF JJA DJF JJA

AOD 0.14 0.19 0.13 0.16 1.00 1.00 1.05 1.09
T2M -0.21 -0.20 -0.01 0.00 1.19 1.29 1.08 1.77
S850 0.06 0.09 -0.00 -0.04 1.93 1.38 0.50 1.17
S500 0.19 0.23 0.05 0.05 1.35 1.08 1.00 0.68
PBLH -9.83 -22.86 2.75 4.90 1.06 1.01 1.45 1.01
P -0.05 -0.05 -0.00 -0.02 1.02 1.08 -1.33 0.76
EVAP -0.03 -0.06 -0.01 -0.01 0.93 1.07 0.56 0.85
QA -0.03 0.04 0.01 0.01 0.82 0.44 0.83 0.80
Q850 -0.03 0.03 0.02 0.03 0.28 0.82 1.00 0.81
TROPQ 0.66 1.48 0.70 0.76 0.83 0.98 0.96 0.98
RHBOT 0.15 0.45 0.05 0.01 1.16 1.05 0.89 1.30
OSR (") 1.33 2.16 2.96 2.93 1.07 1.04 1.04 1.03
OSRC (") 3.06 4.68 4.82 5.18 1.03 1.02 1.05 1.04
OLR (") -0.08 -0.68 -0.65 -0.83 1.32 0.97 0.82 0.82
OLRC (") -0.94 -1.66 -1.35 -1.90 1.02 1.03 0.88 0.88
SWDWN (#) -5.22 -8.33 -4.72 -5.13 1.03 1.01 1.03 1.02
SWDWNC (#) -7.52 -11.32 -6.77 -7.55 1.02 1.01 1.04 1.03
LWDWN (#) 0.56 1.45 1.51 1.83 0.88 0.77 1.00 1.00
LWDWNC (#) 1.28 1.77 2.45 3.11 1.01 0.81 1.07 1.06
SFCEM (") -1.33 -1.54 -0.01 0.05 1.12 1.18 -0.20 1.25
LWP -0.41 -0.21 0.35 0.31 1.22 0.37 1.69 1.72
TAUTT -0.34 -0.29 -0.11 -0.04 1.00 1.00 1.13 0.80
CLDTT -0.52 -0.29 0.07 -0.17 1.16 1.21 0.96 0.88
CLDLO 0.03 0.18 0.30 0.22 0.26 1.18 1.15 1.35
CLDMD -0.10 0.03 -0.00 -0.02 1.49 0.59 2.00 -1.24
CLDHI -0.69 -0.57 -0.27 -0.49 1.08 1.10 1.03 1.07

aStrikethrough text denotes changes that are NOT significant; otherwise, the INT and PRE signals are significant to the 90% confidence level determined
by the t-test relative to the NOAERO control run as described in the text.

bSignificance of CPL (i.e. CLIMAERO - GOAERO) determined relative to GOAERO; if the CPL signal IS significant to 90% confidence if the ratio
above is in bold italic text; otherwise, CPL is NOT significant. Note: the CPL signal is for the difference CLIMAERO - GOAERO, not the ratio PRE/
INT. It is possible for the PRE signal to NOT be significant (denoted by strikethrough text) even if the CPL signal IS significant (bold italic text).

cAerosol Optical Depth (AOD) for GOAERO or CLIMAERO ensemble means. Change in (relative to NOAERO): 2-m air temperature (T2M; K);
stability at 850 and 500 mb (S850 =Y850 - Y2M; S500=Y500 - Y2M, where Y is potential temperature; K); planetary boundary layer height (PBLH;
m); total precipitation and evaporation (P and EVAP, mm d�1); near-surface, 850 mb, and tropopause specific humidity (QA, Q850, and TROPQ; mg kg�1

for surface and850 mb, ng kg�1 for tropopause); relative humidity in the bottom-most model layer (RHBOT, %); outgoing shortwave and longwave
radiation at the top-of-the atmosphere in all and clear-sky (C) conditions (OSR, OSRC, OLR, and OLRC; positive upwards ("), Wm�2); downward shortwave
and longwave radiation at the surface (SWDWN, LWDWN, SWDWNC, and LWDWNC; positive downwards (#), Wm�2); liquid water path (LWP; kgm�1);
cloud optical depth (TAUTT; unitless) total, low, mid, and high cloud amount (CLDTT, CLDLO, CLDMD, and CLDHI; %).
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[22] Table 3 presents various climate-relevant parameters
averaged separately over land and ocean in DJF and JJA
(2000-2009 average) for the INT signal and the ratio of
the prescribed signal to the interactive signal (PRE/INT).
Results for the NAT signal are given in the Supplementary
Material (Table S2). The INT, PRE, and NAT signals are sta-
tistically significant unless depicted with strikethrough text;
we also indicate when the CPL signal (i.e. the difference CLI-
MAERO � GOAERO) is significant using bold-italicized
text. The two-tailed Students t-test statistic is used to deter-
mine the significance of each signal to 90% confidence [e.g.
Wilks, 2006]. This statistic takes into account the means and
standard deviations of both the control and perturbation
ensembles; we examine seasonal anomalies for the 10-year
mean period using the pooled variance. The control case is
NOAERO for the INT, PRE, and NAT signals; for the CPL
signal the control case is GOAERO. Additional information
on the method for calculating statistical significance is given
in the Supplementary Material. Note that the confidence level
should not be interpreted as a measure of the accuracy of the
model or its input, but it is a measure of the significance of
the perturbation response relative the model’s natural internal
variability [e.g. Erlick et al., 2006].

3.1. Climate response to forcing from interactive aerosols

3.1.1. Temperature and Stability
[23] Figures 2a and 3a show the 2-m air temperature response

to interactive aerosols in JJA and DJF, respectively, with stip-
pling indicating changes that are significant to 90% confidence.
The surface air temperature (T2M) response over land
cools as expected due to decreased shortwave flux to the
surface (SWDWN and SWDWNC, Table 3), and the cooler
surface decreases the upward emission of longwave radiation
(SFCEM). Prescribed SSTs limit the effect of aerosols on
over-ocean surface air temperature, and a strong land/sea sur-
face temperature contrast results. Other studies, including both
those with fixed SSTs and those with coupling to slab ocean
models, have also simulated a strong land-sea contrast in surface
temperature response to aerosol radiative forcing [e.g. Allen and
Sherwood, 2010]. Land in the northern hemisphere (NH) cools
by a factor of 2-4 more than the southern hemisphere (SH) due
to the peak of aerosol forcing in the NH (Fig. 1).
[24] Figures 2e and 3e show the zonal averaged tempera-

ture change for the INT signal. Throughout the midlatitudes
and tropics, INT aerosols generally warm the troposphere
significantly, with some near-surface cooling communi-
cated to the atmosphere from the cooled surface (Fig. 2a
and 3a). This atmospheric warming coupled with surface
cooling tends to increase stability over land at 850 mb; at
500 mb the warming stabilizes the atmosphere over both
land and ocean (S850 and S500; Table 3). In response to
the increased stability, the planetary boundary layer height
(PBLH; Table 3) decreases over land. The stratosphere
warms for the INT signal. This warming is strongest in
the polar region of the summer hemisphere. This radiative
warming is primarily due to shortwave heating from aero-
sols (see Supplementary Material). However, particularly
in the tropical stratosphere, some of this heating is likely
a remote dynamical response to aerosol forcing [e.g. Allen
and Sherwood, 2011, and Section 3.2 where we show that
natural aerosols, which are confined to the troposphere,
contribute to heating in this region].

3.1.2. Hydrologic Cycle
[25] Previous studies have shown that forcing from absorb-

ing aerosols alone tends to enhance precipitation by warming
the surface; however, this effect can be overwhelmed by the
tendency of stronger shortwave heating of the atmosphere to
suppress precipitation [Ming and Ramaswamy, 2011]. Studies
that include both scattering and absorbing aerosols have
shown that aerosols generally suppress precipitation [Chen
et al., 2011]. Globally, the INT signal, which includes forcing
from both absorbing and scattering aerosols, indicates a
decrease in precipitation (P; Table 3). We find that reduction
in precipitation is stronger over land due to relatively higher
aerosol loading and surface cooling. The area-average differ-
ence between precipitation (P) and evaporation (EVAP) indi-
cates that there is a reduction of land moisture, particularly in
DJF; averaged globally, however, P - EVAP is near zero.
[26] Figure 4 shows the JJA and DJF zonal-mean change

in total column precipitable water (TPW; Fig. 4 a-b) and
relative humidity in the lowest model layer (RHBOT; Fig. 4
c-d). The INT signal indicates a strong increase in both
column-integrated water vapor and low-level relative
humidity in the NH tropics and extratropics in JJA. The
changes in both TPW and RH are strongest over northern
Africa, the north Atlantic, the Arabian Sea, and parts of Asia
(see Supplementary Material Fig. S4 and S5). In both DJF
and JJA, the increase in atmospheric moisture and air temper-
ature serve to increase the downward flux of longwave radia-
tion to the surface in all- and clear-sky conditions (LWDWN
and LWDWNC; Table 3). The specific humidity near the
surface and at 850 mb (QA and Q850; Table 3) increase over
the ocean where increased stability inhibits vertical motion
and traps moisture [Allen and Sherwood, 2010].
3.1.3. Clouds
[27] We now consider the effect of interactive aerosols on

clouds. Recall that we do not consider aerosol indirect
effects in this study; therefore, aerosol impacts on clouds
are due either to the thermodynamic effect (semi-direct
effect) or to dynamical responses to aerosol forcing. Table 3
shows the area-average land and sea changes in low-
(CLDLO; cloud-top pressure> 680 mb), mid- (CLDMD;
680 mb> cloud-top pressure> 440 mb), and high- (CLDHI;
440> cloud-top pressure) level cloud amount. The INT
signal exhibits an increase in low-level clouds, particularly
over the ocean. The global, annual mean increase in low-level
clouds (0.21% and 0.22% in JJA and DJF, respectively) is
close to the range (0.14-0.21%) reported in Wang [2004] and
is similar to the findings of Bauer and Menon [2012]. We also
simulate a land-sea contrast in low-cloud changes similar to
the results of Allen and Sherwood [2010] who postulated that
the increase in oceanic low-cloud was due to the increased
stability and moisture trapping near the surface induced by
aerosol heating of the atmosphere. Low-cloud amount
increases are particularly strong in regions dominated by
marine stratocumulus (e.g. off the western coasts of North
and South America and southern Africa; Fig 5a and 6a), areas
where low-clouds are expected to increase with increased
stability [e.g. Klein and Hartmann, 1993]. However, this
increase in low-level cloud is a counter example to the
common understanding of the semi-direct effect [e.g. Perlwitz
and Miller, 2010].
[28] Our simulations show little change in mid-level

clouds and large decreases in high-level clouds, especially
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over land (Table 3). This contrasts with the findings of Allen
and Sherwood [2010] who found large decreases in mid-

level clouds and increases high-level clouds, particularly
over land. However in their study aerosol forcing was only
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Figure 2. JJA (2000 - 2009) change in (a - d) 2-m air temperature (T2M; K) and (e - h) zonally averaged
air temperature (T; K) for the signals in Table 1. The global average is indicated on each panel for the 2-m air
temperature change, and significant (90% confidence) changes, as determined by the t-test, are indicated by
stippling. The tropopause level is plotted in (e - h) for the respective control case (NOAERO or GOAERO).
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applied to the lowest 3 km of the model, and only anthropo-
genic aerosol forcing was considered. The global decrease in
high-level clouds is consistent with the response to dust forc-
ing considered by Perlwitz and Miller [2010] and with the

response to black carbon aerosol above 4 km considered in
Ban-Weiss et al. [2012]. Outgoing longwave radiation
(OLR) increases where high and mid-level clouds decrease
(not shown); however, the overall negative change in OLR

-180o -120o -60o 0 60o 120o 180o
-90o

-60o

-30o

0

30o

60o

90o

-90o

-60o

-30o

0

30o

60o

90o

-90o

-60o

-30o

0

30o

60o

90o

-90o

-60o

-30o

0

30o

60o

90o

-90 -60 -30 0 30 60 90
950

850

700

500

300

150

25

950

850

700

500

300

150

25

950

850

700

500

300

150

25

P
re

ss
ur

e 
[h

P
a]

P
re

ss
ur

e 
[h

P
a]

P
re

ss
ur

e 
[h

P
a]

-2.00 -1.50 -1.00 -0.50 -0.25 -0.10 -0.01 0.00 0.01 0.10 0.25 0.50 1.00 1.50 2.00

ΔT2M (left), ΔT (right) [K]

(a) INT (GOAERO - NOAERO); -0.069 (e) INT (GOAERO - NOAERO)

(b) PRE (CLIMAERO - NOAERO); -0.082 (f) PRE (CLIMAERO - NOAERO)

LATITUDE

-180o -120o -60o 0 60o 120o 180o -90 -60 -30 0 30 60 90

LATITUDE

-180o -120o -60o 0 60o 120o 180o -90 -60 -30 0 30 60 90

LATITUDE

-180o -120o -60o 0 60o 120o 180o -90 -60 -30 0 30 60 90

LATITUDE

(c) CPL (CLIMAERO - GOAERO); -0.013 (g) CPL (CLIMAERO - GOAERO)

(d) NAT (NATAERO - NOAERO); 0.014 (h) NAT (NATAERO - NOAERO)

950

850

700

500

300

150

25

P
re

ss
ur

e 
[h

P
a]

Figure 3. Same as Figure 2 but for DJF.
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is dominated by the increase in atmospheric water vapor
(e.g. clear-sky decrease OLRC in Table 3) and is therefore
stronger in JJA (see TPW in Fig. 4).
[29] Globally-averaged total cloud amount decreases

by -0.21 and -0.11% in JJA and DJF, respectively (see
Supplementary Fig. S6 and S7). This overall decrease in
total clouds (CLDTT) implies a globally positive (warming)
semi-direct effect. Indeed, we find that the inclusion of aero-
sols decreases shortwave cloud radiative cooling while also
decreasing longwave cloud radiative warming such that the
net effect of cloud changes is a radiative warming. We
caution, however, that changes in cloud radiative forcing
are due both to the semi-direct effect and to any changes
in global circulation that may occur in response to aerosol
radiative forcing. Further, the SDE is highly sensitive to
the vertical distribution of absorbing aerosols [e.g. Ban-Weiss
et al., 2012 and Supplementary Material].
[30] Cloud optical thickness decreases over land, and to a

lesser extent over ocean (TAUTT; Table 3). As pointed out
by Bauer and Menon [2012], decreases in cloud optical
thickness due to direct and semi-direct aerosol effects may
counterbalance cloud optical depth increases associated
with increased CCN (i.e. aerosol indirect effects assuming
constant cloud liquid water path), which we do not consider
in this study. Cloud liquid water path (LWP; Table 3)
decreases over the land, except in the Sahel region of north-
ern Africa in JJA (not shown). Sakaeda et al. [2011] also
simulated decreased cloud liquid water path over the Sahel,
where reduced LWP dominated the reductions in cloud
amount in determining their positive semi-direct effect in
this region. The increased LWP and low cloud amount over
the ocean are consistent with the effects of aerosol absorp-
tion above cloud decks that reduces cloud-top entrainment
and increases cloud thickness [Wilcox, 2010, 2012; Johnson
et al., 2004].
[31] Figures 5e and 6e show the zonally averaged change

in RH (shading) and cloud fraction (FCLD; contours) (see
Supplementary Figs. S6 and S7 for FCLD shaded). The
INT signal shows increases in low-level clouds, increases
in cloud fraction throughout the tropospheric column in the
high latitudes, and decreased high clouds near the tropo-
pause in the summer hemisphere. Both the increases and
decreases in cloud amount mirror the changes in relative
humidity. For example, there is a large decrease in relative
humidity associated with the atmospheric warming near the
tropopause in the summer hemisphere (Fig. 2e and 3e) that

explains the decrease of high-level clouds near the tropo-
pause. Increased RH near the surface accompanies increases
in the low-level cloud amount (e.g. near 30S in JJA). We
expect these correlations in low cloud amount and RH because
GEOS-5 diagnoses stratiform clouds based on a PDF of total
water [Smith, 1990; Rotstayn, 1997; Rienecker et al., 2008].
3.1.4. Circulation
[32] Figures 7 and 8 show the changes in the mean merid-

ional mass circulation or mass stream function (MMC, a-d)
and the zonal mean wind (U, e-h) for the signals in Table 1
in JJA and DJF, respectively. In JJA (Fig. 7a), forcing by all
aerosols weakens the ascending branch of the Hadley cell
near 15�N (less negative MMC), but subsidence is enhanced
in the SH north of 30�S in the lower troposphere (more neg-
ative MMC). These changes concur with the increases in
low-level stability (Table 3). The increased subsidence helps
to trap moisture near the surface and contributes to increased
low-level cloud and moisture, particularly over the oceans
(see Figs. 4-6). In the Southern Ocean near 60�S, the INT
signal indicates increased upward motion, which likely con-
tributes to increases in clouds and RH throughout the col-
umn in this region (Fig. 5e). In DJF, the descending branch
of the Hadley cell (~20�N) is significantly enhanced in the
lower troposphere by the INT aerosols (Fig.8a); FCLD and
RH are increased near the surface in the INT case in this
same region (Fig. 6e).
[33] Figures 7 and 8 indicate a strengthening of the zonal

mean wind near 60�N and 60�S in JJA and near 45�N and
30�S in DJF. As in Allen and Sherwood [2011], we deter-
mine the location of the midlatitude jets by first interpolating
the zonal wind to 0.5 resolution and then locating the maxi-
mum wind in each hemisphere for each year and month in
the upper troposphere (250-150 hPa). To determine the
meridional displacement of the jet, we then averaged over
seasons and determine the climate signals (i.e. experiment -
control) in Table 1. The NH jet displaces poleward by 0.43
and 0.20 degrees in JJA and DJF, respectively (see Figs. 7e
and 8e); however the SH displacement is much smaller not
significant to 90% confidence. This is expected since other
studies have shown that stratospheric ozone depletion is
the main driver of the SH jet shift [Kang et al., 2011]. Allen
and Sherwood [2011] found a significant poleward displace-
ment of the NH jet in response to anthropogenic aerosol
forcing (up to 0.42 in SON), and that poleward shift in the
location of the subtropical jets in JJA implies an expansion
of the tropics. GCM-studies of global warming have linked
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Figure 4. Change in (a - b) zonally averaged total column precipitable water vapor (TPW; mm) and (c - d)
zonally averaged relative humidity in the bottommodel layer (RHBOT,%) for the INT, PRE, and NAT signals
(Table 1). Recall the CPL signal is equivalent to the PRE – INT signal. See Supplementary Figs. S4 and S5 for
the spatial distributions of TPW and RHBOT in JJA and DJF, respectively.
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Figure 5. JJA (2000 - 2009 average) change in (a - d) low-level cloud amount (CLDLO; %; shaded) for
the signals in Table 1. (e - h) Change in zonally averaged relative humidity (RH; %, shaded) and change in
zonally averaged cloud fraction (FCLD; %; solid (dashed) contours are increased (decreased) RH with
contours of �0.1, �0.3, and �0.5). The global average is indicated on each panel for the low-level cloud
amount, and significant (90% confidence) changes in CLDLO and RH, as determined by the t-test, are
indicated by stippling. The tropopause level is plotted in (e - h) for the respective control case (NOAERO
or GOAERO). See Supplementary Fig. S6 for total cloud changes (CLDTT, %) and zonally averaged
cloud fraction (FCLD, %) in shading.
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the poleward displacement of the subtropical jet and storm
tracks and the expansion of the Hadley circulation to
increased subtropical stability [e.g. Frierson et al., 2007;

Lu et al., 2008]. Recent evidence suggests that tropospheric
heating due to black carbon aerosol is a likely driver of the
NH tropical expansion seen in the observational record

-180o -120o -60o 0 60o 120o 180o
-90o

-60o

-30o

0

30o

60o

90o

-90o

-60o

-30o

0

30o

60o

90o

-90o

-60o

-30o

0

30o

60o

90o

-90o

-60o

-30o

0

30o

60o

90o

(a) INT (GOAERO - NOAERO); 0.219

-10.00

-5.00

-4.00

-3.00

-2.00

-1.00

-0.50

0.00

0.50

1.00

2.00

3.00

4.00

5.00

10.00

950

850

700

500

300

150

25

950

850

700

500

300

150

25

950

850

700

500

300

150

25

-5.00

-3.00

-2.00

-1.00

-0.50

-0.25

-0.10

0.00

0.10

0.25

0.50

1.00

2.00

3.00

5.00

(b) PRE (CLIMAERO - NOAERO); 0.245

(c) CPL (CLIMAERO - GOAERO); 0.028

(d) NAT (NATAERO - NOAERO); -0.045

(f) PRE (CLIMAERO - NOAERO)

(g) CPL (CLIMAERO - GOAERO)

(h) NAT (NATAERO - NOAERO)

ΔRH [%]ΔCLDLO [%]

P
R

E
S

S
U

R
E

 [h
P

a]
P

R
E

S
S

U
R

E
 [h

P
a]

P
R

E
S

S
U

R
E

 [h
P

a]

-90 -60 -30 0 30 60 90
950

850

700

500

300

150

25
(e) INT (GOAERO - NOAERO)

LATITUDE

-180o -120o -60o 0 60o 120o 180o -90 -60 -30 0 30 60 90

LATITUDE

-180o -120o -60o 0 60o 120o 180o -90 -60 -30 0 30 60 90

LATITUDE

-180o -120o -60o 0 60o 120o 180o -90 -60 -30 0 30 60 90

LATITUDE

P
R

E
S

S
U

R
E

 [h
P

a]

Figure 6. Same as Figure 5 but for DJF. See Supplementary Fig. S7 for total cloud changes (CLDTT, %)
and zonally averaged cloud fraction (FCLD, %) in shading.
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Figure 7. JJA (2000 - 2009 average) change in (a - d) mean meridional circulation or mass stream func-
tion (MMC; 1010 kg s�1; shaded) and (e -f) zonal wind speed (U; m s�1; shaded) for the signals in Table 1.
Significant (90% confidence) changes, as determined by the t-test, are indicated by stippling. The MMC
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changes in zonal mean wind in the bottom-most model layer.
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[Allen et al., 2012a, b]. Aerosols also affect mid- and high-
latitude winds near the surface, a measure of the storm tracks
(see Supplementary Fig. S8). As in Allen and Sherwood
[2011], the INT signal shows slight poleward shifts in low-
level winds in the winter hemisphere, consistent with a
poleward shift in the storm tracks.

3.2. Effects of prescribed aerosols and aerosol-
meteorology coupling

[34] We now examine the impacts of aerosol-meteorology
coupling by comparing and contrasting the PRE and INT
signals. Recall that we have defined the coupling signal
(CPL) as the difference between the PRE and INT signals,

0

0

0

010

10
20

20

(h) NAT (NATAERO - NOAERO)

-3.0

-2.0

-1.5

-1.0

-0.8

-0.4

-0.2

-0.1

0.0

0.1

0.2

0.4

0.8

1.0

1.5

2.0

3.0

ΔU [m s-1]

0

0

0

010

10
20

20
-90 -60 -30 0 30 60 90

LATITUDE

0

0

0

010

10
20

20

0

0

10

10

20 20

-2

-2

2

2

14

-90 -60 -30 0 30 60 90

LATITUDE

-90 -60 -30 0 30 60 90

LATITUDE
-90 -60 -30 0 30 60 90

LATITUDE

-90 -60 -30 0 30 60 90

LATITUDE
-90 -60 -30 0 30 60 90

LATITUDE

-90 -60 -30 0 30 60 90

LATITUDE
-90 -60 -30 0 30 60 90

LATITUDE

1000

850

700

500

300

200

100
25

P
re

ss
ur

e 
[h

P
a]

2

2

14

1000

850

700

500

300

200

100
25

P
re

ss
ur

e 
[h

P
a]

-2

-2

2

1
14

1000

850

700

500

300

200

100
25

P
re

ss
ur

e 
[h

P
a]

(e) INT (GOAERO - NOAERO)(a) INT (GOAERO - NOAERO)

(f) PRE (CLIMAERO - NOAERO)(b) PRE (CLIMAERO - NOAERO)

(g) CPL (CLIMAERO - GOAERO)(c) CPL (CLIMAERO - GOAERO)

-2

-2

2

2

14

1000

850

700

500

300

200

100
25

P
re

ss
ur

e 
[h

P
a]

1000

850

700

500

300

200

100
25

P
re

ss
ur

e 
[h

P
a]

1000

850

700

500

300

200

100
25

P
re

ss
ur

e 
[h

P
a]

1000

850

700

500

300

200

100
25

P
re

ss
ur

e 
[h

P
a]

1000

850

700

500

300

200

100
25

P
re

ss
ur

e 
[h

P
a]

(d) NAT (NATAERO - NOAERO)

-2.50

-1.00

-0.50

-0.30

-0.20

-0.10

-0.05

-0.01

0.00

0.01

0.05

0.10

0.20

0.30

0.50

1.00

2.50

ΔMMC [1010 kg s-1]

Figure 8. Same as Figure 7 but for DJF.
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or, alternatively as the difference CLIMAERO - GOAERO
(Table 1). We assess the statistical significance of both
the PRE signal (i.e. the significance of the CLIMAERO -
NOAERO anomaly), as well as the significance of the CLI-
MAERO - GOAERO anomaly (the CPL signal) relative to
their respective control cases (NOAERO or GOAERO).
[35] In Table 3, we show the ratio of the PRE to INT sig-

nals for area averaged climate parameters. We see that the
sign of the PRE and INT signals are generally the same for
all climate parameters considered; similarly, climate signals
that are significant for the INT signal are also significant
for the PRE signal (i.e. the climate change due to aerosols
relative to no aerosols is similar in sign and significance
for both interactive and prescribed aerosols). The signifi-
cance of the CPL signal (CLIMAERO � GOAERO denoted
by bold italic text in Table 3), however, indicates that the
magnitude of the PRE and INT signals differs significantly
for numerous area-average climate parameters.
[36] Land-area average surface air temperature cools about

20-30% more for prescribed aerosols relative to interactive
aerosols. Area-averaged stability at 850 mb over land is
increased by roughly a factor of two for prescribed aerosols
in DJF and 40% in JJA (Table 3). However, despite these
differences in area-averaged surface cooling, the spatial dis-
tribution of surface temperatures is remarkably similar in the
tropics (Fig. 2 and 3 a-b). Indeed, the CPL T2M signal
indicates the majority of statistically significant changes lie
poleward of roughly 30� (Fig. 2c and 3c). Interestingly, the-
high-latitude surface air temperature CPL signal has a
wave-like structure, particularly in the winter hemisphere.
Allen and Sherwood [2011] found an Arctic Oscillation
(AO)-type high latitude response to anthropogenic aerosol
forcing in winter under conditions of fixed SSTs. Our 2-m
air temperature change for both the PRE and INT signals also
exhibit a strong high-latitude response in the winter hemi-
sphere. The CPL signal indicates, however, that the spatial
structure of this response differs depending on the use of
interactive or prescribed aerosols. The largest differences in
zonally averaged tropospheric temperature change between
the INT and PRE signals are also found in the extratropics
(Fig. 2g and 3g). However, most of the CPL signal in the tro-
posphere is not statistically significant. The CPL stratospheric
temperature signal is significant in the tropics and the high
latitudes of the winter hemisphere, remote from most direct
aerosol forcing. This indicates that these differences may be
dynamical in nature.
[37] As in Chung [2006], we do not find large differences

in area-averaged precipitation and evaporation between
simulations forced with interactive and prescribed aerosols.
This indicates that the prescribed SSTs exert more control
over the precipitation changes than does the aerosol-
meteorology coupling considered here. However, we do
see a significant change in the amount of water vapor in
the atmosphere (Table 3). Specific humidity changes are sig-
nificantly larger in magnitude over land for prescribed aero-
sols compared to interactive aerosols (QA, Q850, TROPQ).
Globally, total precipitable water (TPW) increases less for
the PRE signal compared to the INT signal in JJA (Fig. 4
and Supplementary Figs. S4 and S5). This relative decrease
in atmospheric water vapor content when aerosols are
prescribed results in less of a reduction of downwards long-
wave radiation at the surface compared to the INT signal

(LWDWN, LWDWNC; Table 3). However, despite having
atmospheric water vapor changes that are lower in magni-
tude compared to interactive aerosols, the CPL signal indi-
cates that PRE aerosols tend to increase relative humidity,
which depends both on atmospheric water vapor content and
temperature (RHBOT; Table 3, Fig. 4, and Supplementary
Figs. S4 and S5).
[38] The CPL signal indicates that prescribed aerosols tend

to strengthen the descending branch (increased subsidence) of
the Hadley circulation in the SH tropics (~30�S) in JJA more
than interactive aerosols (Fig. 7c), in accord with the strength-
ening of lower-tropospheric stability (Table 3) and the
increase in low-level clouds in this region (Fig. 5g). In
DJF, there is more tropical ascent in the PRE signal com-
pared to the INT signal (Fig. 8c), but weaker decent near
30�N, where we find a relative decrease in RH and cloud
amount (Fig. 6g).
[39] The differences in zonal mean wind between the PRE

and INT signals are related to differences in temperature
gradient. In JJA, the CPL signal (Fig. 2g) indicates a signif-
icant difference in the INT versus PRE north-south tempera-
ture gradient in the SH, particularly in the stratosphere. The
thermal wind equation dictates stronger westerlies for a
stronger temperature gradient, as seen in Figure 7g. In the
NH, where there is less of difference in temperature gradient,
the zonal wind changes are weaker and less significant for
the CPL signal. We find that the NH jet is only displaced
northward by 0.17� when we force with prescribed aerosols,
which is roughly half as much as when we force by interac-
tive aerosols and not statistically significant. In DJF, again
the stronger north-south temperature gradient in the PRE
signal (Fig. 3g), this time in both hemispheres, tends to
strengthen the zonal wind more when aerosols are prescribed
(Fig. 8g). The NH et shifts northwards by 0.12�, but this
shift is not statistically significant.
[40] We also examine the impact of prescribing only the

natural (dust and sea salt aerosols) from the same aerosol
dry mass climatology as the CLIMAERO ensemble. Previ-
ous studies of the direct and semi-direct effects of aerosols
have found opposing climate impacts for scattering and
absorbing aerosols [e.g. Randles and Ramaswamy, 2008,
2010] or for natural and anthropogenic aerosols [e.g. Allen
and Sherwood, 2011], the latter of which tend to have stron-
ger atmospheric forcing globally. Recall from Section 2.3
that the instantaneous TOA forcing of dust and sea salt
aerosols in our simulations was close to zero (-0.06Wm�2).
We have only a slightly positive atmospheric forcing due to
natural aerosols (0.01Wm�2), roughly 2% of the anthropo-
genic and biomass burning atmospheric forcing. Owing to
the differences in radiative forcing, we expect the climate
response to these natural aerosols alone to be much weaker
than for either the INT or PRE signals. Indeed, many
globally averaged parameters are not significant relative
to the NOAERO control simulation (see Supplementary
Table S2). However, it is important to note that global
averages may mask regional signals that can be significant.
[41] We compare the NAT and PRE signals, which share

the same prescribed sea salt and dust dry aerosol mass distri-
butions. Because the NAT and PRE signals are both influ-
enced by the same dust and sea salt aerosols, we expect
the PRE signal to be a convolution of the response to natural
and anthropogenic aerosols. Globally, the effect of natural
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aerosols on land surface air temperature is small (Fig. 2-3).
In JJA, natural aerosols warm the tropical stratosphere,
which agrees with the findings of Allen and Sherwood
[2011] who postulated this to be a remote dynamical response
to aerosol forcing, though the cause of this remains unclear.
The tropical stratospheric cooling in DJF due to natural aero-
sols is also consistent with fixed SST results from Allen and
Sherwood [2011].
[42] An interesting observation is the similarity between

the CPL signal (Fig. 2g) and the NAT signal (Fig. 2h) for
the zonal mean temperature change in JJA, particularly the
tropical stratospheric warming and tropospheric warming
near 60�S. If we assume that the temperature response in
the southern hemisphere troposphere and the tropical strato-
sphere is heavily influenced by natural aerosols in boreal
summer, then the similarity between the CPL and NAT sig-
nals in JJA indicates that the differences between the PRE
and INT signals is primarily due to differences in their dust
and sea salt forcing. As we show in Section 3.3, we might
expect this since sea salt dominates the AOD in the SH
and we have higher oceanic AOD, particularly over the
Southern Ocean, in the PRE case compared to the INT case
(see Fig. 9). We do not, however, find such strong similari-
ties between the CPL and NAT signals in DJF.
[43] The CPL and NAT similarities and SH temperature

response extend to the zonal mean circulation changes in
JJA. Both total aerosol forcing (PRE) and forcing from nat-
ural aerosols alone (NAT) act to increase zonal mean wind
near 60�S (Fig. 7). Increases in the zonal mean wind in this
region are weaker in the INT case (thus a positive CPL
signal in this region). In DJF, however, as in Allen and
Sherwood [2011], natural aerosols tend to increase the zonal
wind equatorward of the jet maximum, and the opposite
response results when total aerosol forcing is considered
(PRE). The JJA NH jet displacement is insignificant for
the NAT signal; however, in DJF the SH jet is displaced
equatorward by 0.4 degrees. Allen and Sherwood [2011]
show that the equatorward displacement of the subtropical
jet by natural aerosols is consistent with a contraction of

the tropics. In JJA, natural aerosols generally weaken the
Hadley cell (Fig. 7) as in Allen and Sherwood [2011], and
in DJF they somewhat strengthen it near the equator (Fig. 8).

3.3. The effect of aerosol-meteorology coupling on AOD

[44] Figure 9 (a-b) shows the difference in AOD between
the GOAERO and CLIMAERO ensemble means (i.e. the
CPL signal) in JJA and DJF. Globally and annually aver-
aged, AOD is 3% higher in CLIMAERO compared to
GOAERO. Similar increases are found in JJA and DJF
(Table 3). Most of the significant increases are found over
the oceans, particularly at higher latitudes where the storm
tracks reside. Over the land, especially near strong anthropo-
genic aerosol source regions such as in Asia, AOD is higher
in GOAERO. These differences in AOD have consequences
for the total aerosol forcing. Prescribed aerosols (CLIMAERO)
exert a TOA clear-sky cooling 6% greater than interactive
aerosols (GOAERO) over the ocean and 2% greater over land.
Clear- and all-sky SW downwelling flux reduction is greater
over both land and ocean when aerosols are prescribed
(Table 3). Clear-sky outgoing shortwave radiation signifi-
cantly increases for the PRE signal (CLIMAERO -NOAERO)
relative to the INT signal (GOAERO - NOAERO), in summer
and over the ocean. These differences in forcing ultimately
impact the climate response of the model.
[45] The CLIMAERO and GOAERO ensemble means

have the same monthly mean aerosol mass loading and ver-
tical distribution, so the question naturally arises as to what
factors are driving their differences in AOD. We consider
two possibilities: (1) variability in the GOAERO aerosol
loading on sub-monthly timescales and (2) variability in
the RH environment between GOAERO and CLIMAERO.
Recall that all ensemble members of CLIMAERO have
fixed aerosol mass concentration and vertical distribution
across a month equivalent to the ensemble mean from
GOAERO. However, both individual ensemble members
from GOAERO and the GOAERO ensemble mean may
have considerable variability in mass loading at sub-monthly
timescales. Despite such differences in the sub-monthly
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Figure 9. Change in aerosol optical depth (AOD) due to aerosol coupling (CPL or CLIMAERO -
GOAERO) in (a) JJA and (b) DJF. Stippling indicates changes significant to 90% confidence. Note:
Supplementary Fig. S3 shows the column mass extinction efficiency for the GOAERO ensemble mean
(i.e. AOD normalized by the total aerosol column mass loading), and Supplementary Fig. S9 shows the
change in column mass extinction efficiency due to aerosol coupling.
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variability, however, the mean AOD would be identical in
the two model runs except for the sensitivity to relative
humidity, which affects the conversion of mass to extinction
via the mass extinction efficiency (bext see Supplementary
Material). The virtue of diagnosing the mass extinction effi-
ciency is that it condenses the column variability in aerosol
mass distribution and RH into a single quantity and nor-
malizes them by the total mass.
[46] Figure 10 shows the Pearson’s correlation coefficient

(r) between (a - b) total aerosol AOD and aerosol column
mass load (M) and (c - d) column mass extinction efficiency
(bext=AOD/M) for JJA calculated from daily model output.
(See Supplementary Fig. S3 for GOAERO ensemble mean
bext, Fig. S10 for the bext CPL signal, and S11 for DJF
correlations). Statistically significant correlations between
AOD andM are generally positive as expected since as aero-
sol mass increases so does AOD. The correlation between
AOD and bext is generally positive except in regions im-
pacted by dust aerosol (e.g. northern Africa) and in remote
regions where there is little aerosol mass (e.g. Antarctica).
The negative AOD - mass extinction efficiency correlation
over Africa is due to particle size effects. Higher mass load-
ing is associated with larger dust particles, which are less
efficient at extinguishing radiation compared to smaller dust
particles. Downwind of dust sources, where larger particles
are preferentially removed, this negative correlation weak-
ens but remains as column mass loading decreases.

[47] The strongest CPL signal for the change in AOD
occurs over the oceans, where AOD is greater in CLIMAERO
compared to GOAERO (Fig. 9). From Figure 10, we see
that the correlation between AOD and column mass load
is more positive over the oceans for GOAERO compared
to CLIMAERO, but the correlation between AOD and column
mass extinction efficiency is weaker. To illustrate how these
relationships impact AOD we examine the sub-monthly vari-
ability in aerosol properties (e.g. aerosol emissions, wet
deposition, load, optical depth, andmass extinction efficiency)
for a single ensemblemember fromGOAERO (GOAEROE1)
and CLIMAERO (CLIMAERO E1) in July (Fig. 11; see
Supplementary Fig. S12 for December). We focus on the
Southern Ocean (180�W-180�E, 70�S-40�S) where sea salt
aerosol dominates both AOD (91% of total) and aerosol
column mass (92% of total).
[48] For sea salt, which has a very short lifetime

(~0.87 days; see Supplementary Material), there is a strong
positive correlation between wet deposition and emission
(r = 0.85) and weaker correlations between wet deposition
and load (r = 0.68) and between emissions and load (r = 0.53).
GOAERO E1 sea salt AOD has a strong positive correlation
with emissions (r = 0.54), wet deposition (r = 0.73), and col-
umnmass loading (r = 0.82). There is little correlation between
AOD and columnmass extinction efficiency for GOAEROE1
(r = -0.10), and column mass extinction efficiency and column
load are negatively correlated (r = -0.46) due to particle size
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Figure 10. Pearson’s correlation coefficient (r) between (a - b) total AOD and aerosol columnmass load and
(c - d) between total AOD and column mass extinction efficiency (bext) for interactive (GOAERO) and pre-
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effects described previously. The correlation between sea salt
mass and relative humidity is weak and negative (r ~ -0.2 to -
0.6) below 700mb, where the majority of sea salt aerosol mass
resides, and correlations are likewise weakly negative between
emissions/load/deposition and RH. The weak anti-correlation
between loading and relative humidity may be indicative of
role of surface dynamics in sea salt generation in the region
of the storm tracks, though the exact reason for this anti-corre-
lation remains unclear.
[49] Similar diagnostics (load, AOD and mass extinction

efficiency) are presented for the first ensemble member of
CLIMAERO in Figure 11 (CLIMAERO E1). The correla-
tion between loading and AOD is negligible (r = 0.04),
because the load is constant across the month. Instead, we
find a strong correlation (r = 0.93) between the AOD and
the mass extinction efficiency, which is reflective of the
variability in the relative humidity environment of the atmo-
spheric column. The variability (standard deviation as a per-
centage of the mean) of the mass extinction efficiency is the
same for GOERO E1 and CLIMAERO E1 (5%); however,
the variability in sea salt AOD is 10% in GOAERO E1
and 5% in CLIMAERO E1. The mean Southern Ocean
July AOD is 15% higher in CLIMAERO E1 compared to
GOAERO E1, consistent with the ensemble mean seasonal
differences shown in Fig. 9.
[50] The high correlation between AOD and load and the

weaker correlation between mass extinction efficiency and
loading for GOAERO E1 indicates that the variability in
AOD throughout the month is driven to first order by the
sub-monthly variability in the loading. In the high-humidity
oceanic environment, the AOD is still, however, impacted
by changes in the RH environment of the column that
amplify the effects of changes in column mass because of
the strong sensitivity of mass extinction efficiency to RH.

For CLIMAERO E1, however, the variability in AOD is
driven only by variability in RH. The higher AOD in
CLIMAERO E1 results from the persistence of constant
hygroscopic sea salt mass in the high humidity environ-
ment (see Supplementary Fig. S13 for RH changes between
CLIMAERO E1 and GOAERO E1).

4. Discussion and Conclusions

[51] We have used the NASA GEOS-5 atmospheric GCM
coupled to the GOCART aerosol module to investigate the
impact of aerosol-meteorology coupling on the climate
response to aerosol (natural and anthropogenic) forcing.
We isolate this coupling by considering one set of simula-
tions forced by online, interactive aerosols and another
forced by prescribed dry aerosol mass distributions that are
consistent with the ensemble mean of the interactive simula-
tions. Results indicate that, relative to a control run with no
aerosol forcing, area-average changes in climate are gener-
ally of the same sign for both online and prescribed aerosols.
The magnitude of these changes may differ significantly,
however, for some climate parameters depending on the
season and region (e.g. land or ocean). We see the largest
differences between prescribed and interactive aerosol forc-
ing near the high latitudes, in the winter hemisphere, and
in the stratosphere. These are generally regions remote from
the majority of direct aerosol forcing, indicating the likeli-
hood that differing dynamical responses to interactive and
prescribed aerosols are occurring. The largest coupling
signal is seen for the AOD (and hence aerosol forcing), partic-
ularly over the oceans. The lack of sub-monthly variability in
aerosol mass combined with changes in relative humidity
impacts the aerosol optical depth and forcing such that
globally there is additional cooling for prescribed aerosols.
[52] We have tried to understand some of the differences

in climate that occur due to coupling by examining the
effects of prescribing consistent natural aerosols (dust and
sea salt) only. As shown in this study and in previous studies
[Randles and Ramaswamy, 2008; Allen and Sherwood,
2011], natural aerosols - which are mostly scattering - tend
to drive changes in circulation and temperature that are
opposite to the changes imparted by more absorbing anthro-
pogenic and biomass burning aerosols. Further, we see that
the impact of prescribed natural aerosols bears strong resem-
blance to the coupling signal in JJA, indicating that the dif-
ferences in response between the prescribed and interactive
aerosols may be due to differences in natural aerosol forcing,
particularly in the southern hemisphere and tropical strato-
sphere. This is supported by the 3% increase in AOD for
prescribed aerosols over the oceans, where sea salt aerosol
dominates the aerosol mass.
[53] To further understand the differences in PRE and INT

aerosol optical depth and forcing, we examined the sub-
monthly variability in aerosol properties for the GOAERO
and CLIMAERO ensemble means. We demonstrate that the
AOD from short-lived sea salt aerosol is highly correlated
with emissions, wet deposition, and loading in GOAERO.
In CLIMAERO, because the aerosol mass mixing ratios are
fixed for a given month, the correlation between aerosol col-
umn mass load and AOD is negligible, but the correlation
between AOD and column mass extinction efficiency - which
is indicative of the effects of RH changes in the column since
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Figure 11. Sub-monthly (3-hour time step) variability in
aerosol properties from the first ensemblemember of GOAERO
(GOAERO E1; solid lines) and the first ensemble member of
CLIMAERO (CLIMAERO E1; dashed lines) area-averaged
over the Southern Ocean (180�W-180�E, 70�S-40�S) in July
(see Supplementary Fig. S11 for December). For sea-salt
(SS) aerosol we show AOD (red), column mass load (black),
column mass extinction efficiency (blue), emissions (green),
and wet deposition (purple). Correlations between these quan-
tities are discussed in the text. The area-averaged change in
RH in the Southern Ocean between CLIMAERO E1 and
GOAERO E1 is shown in Supplementary Fig. S12.
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the mass is constant - is high. In the humid oceanic environ-
ment, small changes in RH can cause large changes in extinc-
tion per unit mass for hygroscopic sea salt aerosol. This
amplification effect combined with no sub-monthly variabil-
ity in aerosol loading result in a higher oceanic AOD in
CLIMAERO.Over anthropogenic source regions (e.g. Europe),
the burden of anthropogenic aerosols (which have high extinc-
tion per unit mass) is less coupled to the meteorological condi-
tions of the model because their emissions are prescribed from
monthly-varying inventories. This contrasts with natural aero-
sols whose burdens are influenced by both emission and loss
processes tied to the model meteorology.
[54] Both our PRE and INT signals show strong decreases

in high cloud amounts brought on by aerosol effects. Other
studies have shown that cloud response is sensitive to the
vertical distribution of aerosol heating [e.g. Takemura and
Uchida, 2011; Ban-Weiss et al., 2012]. A significant heating
agent is likely to be black carbon, which has been shown to
have its vertical distribution poorly simulated in most
modern climate models [Koch et al., 2009]. We did not
quantitatively evaluate our simulated black carbon vertical
distribution, but qualitatively our distributions are similar
to models in Koch et al. [2009], showing a generally high
black carbon loading at upper levels of the troposphere. As
a simple sensitivity study we zeroed out the black carbon
loading above 500 hPa in one of our prescribed aerosol runs,
likely an extreme overcorrection. Indeed we found the
reduction in high cloud amount significantly lessened in
this case (i.e., smaller reduction in high cloud amount; see
Supplementary Material); however, cloud radiative forcing
changes were still consistent with a positive, though weaker,
semi-direct effect. An additional experiment to consider
would be to reduce the BC burden above 500 mb while pre-
serving the total column loading, which would increase the
BC below 500 mb and improve agreement with observed
BC vertical profiles (see Supplementary material). Such an
experiment is beyond the scope of the current work, but
we suggest focusing on the impact of black carbon vertical
profile as an important future extension of this work. Owing
to the high sensitivity of model response to the vertical dis-
tribution of absorbing aerosol, we caution that the response
due to aerosol forcing (i.e. INT and PRE) is reflective of
the particular aerosol distributions used in the GOAERO
and CLIMAERO simulations.
[55] We find some of the strongest changes in temperature

and circulation relative to no aerosol forcing in the mid to
high-latitudes, and aerosol coupling produces the biggest
differences in these regions. The strong high latitude
response may partially result from uneven cooling of the
land and sea surface when SSTs are fixed. As shown by
Allen and Sherwood [2011], longer wavelength planetary
waves are excited by the land-ocean distribution (and
uneven land-ocean aerosol cooling) in the northern hemi-
sphere particularly when SSTs are fixed. These waves are
better able to penetrate the stratosphere when SSTs are fixed
compared to using a slab ocean model. It may be that much
of the CPL signal we observe is due to differences in the
planetary wave response that results due to the stronger land
surface cooling in the PRE case compared to the INT case.
[56] We have shown that a GCM forced by online, interac-

tive aerosols and one forced by a consistent climatology of
dry aerosol mass distributions produces area-average climate

change that are similar in sign. The magnitude of the climate
change, however, may be statistically weaker or stronger
depending on the parameter, region, or season considered.
The strongest coupling signal was on the aerosol optical
depth. For the particular model considered in this study, this
was due to sub-monthly variability in hygroscopic sea salt
burden (or lack thereof) and relative humidity changes. In
GEOS-5/GOCART, dust and sea salt emissions and sulfate
production from sulfur dioxide gas depend on model meteo-
rology, while all aerosol transport and wet loss depends on
the underlying GCM. Aerosol optical properties and thus
forcing have a dependence on model RH whether aerosols
are prescribed or prognostic. However, while RH varies from
time-step to time-step with both interactive and prescribed
aerosols, aerosol mass only varies when aerosols are interac-
tive. Removing the co-variability of RH and aerosol mass in
the prescribed case has consequences for aerosol optical depth,
forcing, and climate response, particularly on a regional basis.
[57] We note that the aerosol-meteorology coupling be-

tween GEOS-5 and GOCART is likely representative of a
lower-limit compared to more complex prognostic aerosol
schemes. Other aerosol schemes - particularly those that
have microphysical interactions with clouds - are likely sub-
ject to a higher degree of coupling. Therefore it is likely that
other GCMs and other prognostic aerosol schemes will ex-
hibit different degrees of the coupling effect examined in
this work. Furthermore, the atmospheric forcing in our simu-
lations, as with most GCMs, is weaker than observed [e.g.
Table 2 and Sato et al., 2003]. We might expect stronger
aerosol impacts from total aerosols with stronger atmo-
spheric absorption, and the coupling effect may change as
a result. Our use of fixed SSTs limits the effects of aerosol
forcing over the oceans. Atmosphere-ocean feedbacks
would likely impact the effects of aerosol-meteorology cou-
pling, particularly because we found our largest differences
in aerosol optical depth and forcing over the oceans.
[58] We have highlighted the fact that as models develop

more sophisticated treatments of aerosols, it is important to
constantly evaluate the impact of these advances on our
understanding of aerosol effects on climate. While incorporat-
ing prognostic aerosol schemes online in global climate models
may enable us to test our understanding of aerosol processes
and aerosol-climate interactions, it may not help to reduce
uncertainty in aerosol radiative forcing and may complicate
our understanding of how the climate responds to such forcing.
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